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Abstract 
Food security is a huge issue that affects 1 in 4 Americans households. This is made worse by 
disruptions in food supply chains due to the Ukraine conflict and the Covid-19 virus. As such, there is 
an increased importance to be self-sufficient through domestic food production. However, crop 
yields fluctuate from year to year, which might make it hard for policy makers to come out with a 
strategy to ensure that there is enough food available within the country. Therefore, if we can 
predict crop yield for the year, these policy makers can use this prediction as a guide to how they’ll 
approach the problem, such as how much food to stockpile, or the amount of support to provide 
farmers to produce enough output.  

For our prediction, we have chosen to use a multiple linear regression model, with the equation 𝑦𝑦 =
𝐵𝐵1 ∗ 𝑥𝑥1 + 𝐵𝐵2 ∗ 𝑥𝑥2 + ⋯+ 𝐵𝐵𝑛𝑛 ∗ 𝑥𝑥𝑛𝑛 , where 𝐵𝐵𝑛𝑛 values are constants. 

Dependent variable 
The dependent variable we have chosen is crop yield in kg per hectare. We chose this as it might 
indicate the amount of food that is available within the country. Additionally, there is sufficient data 
(more than 30) to ensure that our model might work well. 

Independent variables   
We chose environmental variables as these are natural factors that are harder to control. Therefore, 
the predicted yield will be an indication of the baseline amount of food available within the country. 
With this information, it will then be easier for policy makers to decide how and how much to top up 
to this amount. 

So how do we decide which independent variables we should include in our model?  

Firstly, the independent variables must be an environmental in nature, meaning that we do not 
include independent variables that involve manmade processes such as machinery or policies. 
Secondly, like the dependent variable, there must be sufficient data (more than 30), for the model to 
work well. Additionally, the data must also be measured annually, as the independent variable is 
measured annually too. Lastly, the independent variable must be justified to influence crop yield, 
with research done to support the justification.  

With this in mind, we identified 8 environmental variables: 

Response 
Variable 

Predictor variables Units Justification 

Crop Yield 
(kg per 

Hectare) 

Annual Precipitation Valuei  mm Availability of water is higher; hence more crops 
will grow with access to the water that 

precipitated 
Average Annual Temperatureii F (Fahrenheit) Crops in general cannot grow under lower 

temperatures, affecting the yield 
Annual Average Droughtsiii Palmer 

Drought 
Severity Index 

Droughts bring destruction to crops, lowering the 
yield 

Hurricanesiv No. of 
hurricanes 

that reach the 
US 

Hurricanes bring destruction to crops, lowering the 
yield 

Methanev Million metric 
tons of CO2 
equivalent 

diffusion of atmospheric methane into the soil is 
inhibited, reducing bacterial uptake in soil 



Table 1 

Next, we check if they are linear in relation to the dependent variable. This is to ensure that it will 
work well within the model, because in the equation we have defined above, 𝑥𝑥𝑛𝑛 is to the power of 1, 
meaning it only affects 𝑦𝑦 by a factor of 𝐵𝐵𝑛𝑛. We do this by plotting the individual independent 
variables against the dependent variable, then visually determining if the relationship can be 
modelled by a straight line. The plots are shown below: 

  

 

  

  

Nitrous Oxidevi Million metric 
tons of CO2 
equivalent 

critical ingredient in chlorophyll, needed for 
photosynthesis. 

Area burned by Wildfirevii 
 

Acres in 
millions 

Living things burnt will be absorbed by the soil, 
increasing soil fertility 

Carbon Dioxideviii Million metric 
tons of CO2 
equivalent 

Crops require carbon dioxide to survive 



 

At the end of our analysis, we have decided to not use the following variables for these respective 
reasons.  

Annual Carbon Dioxide Emissions 

The relationship between carbon dioxide and crop yield is not linear in nature. 

No. of Hurricanes that reach the US 

Hurricanes should decrease the crop yield due to its destructive nature - Crops are snapped or 
uprooted and food crops are flooded or washed away. However, we notice the opposite trend in the 
graph above. Additionally, its R2 value is way too low at 0.7% for it to be useful. 

Annual Average droughts 

Its R2 value is too low at 0.3% for it to be useful.  

The rest of the variables appear linear in nature, with R2 values above 10%, hence we narrowed 
down the independent variables to the remaining 5 variables: Methane, Nitrous Oxide, Average 
annual temperature, Annual precipitation, and Area burned by wildfires. 

Metric to measure accuracy of the model 
Chosen Metric: adjusted R2 value 

Now that we have determined several independent variables that are linearly related to the 
dependent variable, how do we decide which independent variables to include within the model, 
and which to exclude? 

To do so, we need a way to measure the accuracy of the model. This will enable us to know which 
combination of variables that are included within the model produces the most accurate model. 

For a simple linear regression, R2 is a good indicator of the accuracy of the model, where 𝑅𝑅2 =  1 −
 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑟𝑟𝑟𝑟𝑠𝑠 𝑟𝑟𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝑡𝑡𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟 𝑟𝑟𝑟𝑟𝑠𝑠 𝑟𝑟𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
, because it can measure the proportion of variance for a dependent variable 

that is explained by an independent variable. However, it does not work well for our model: a 
multiple linear regression. This is because R2 will always increase as more predictors are added to the 
model, regardless of the quality of the predictor, since adding more predictors will increase the 
dimensions of the model, enabling the regression line to fit the points more closely.  

However, this is not necessarily a good thing, because adding too many predictors may cause 
overfitting. Overfitting is when a model fits a training dataset too closely that it learns the “noise” or 
irrelevant data from the training dataset, making it too specific to the training dataset. This 
decreases the predictive ability of the model as it is now unable to generalise new data and output a 
useful value.  

Hence, we need to find a way to compare models with different numbers of predictors. This is where 

adjusted R2 comes in handy. 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑅𝑅2 = 1 −  (1−𝑅𝑅2)(𝑁𝑁−1)
𝑁𝑁−𝑝𝑝−1

, where R2 is defined above, N is total 

sample size, and p is number of independent variables. This imposes a penalty on models that uses 
more predictors in such a way that allows us to compare them all on the same level regardless of the 
number of predictors that the model utilises.  

Selecting a model 
We started off by including all the predictors within the model, and this is the results we obtained:  



As shown in Figure 1, the adjusted R2 value 
for this model is pretty good, however, how 
might we find the best possible combination 
of predictors that achieves the highest R2? 
This can be done through enumerating 
through all possible combinations of 
predictors. However, there are 6𝐶𝐶1 +
6𝐶𝐶2 + ⋯+ 6𝐶𝐶6 = 63 possible 
combinations, which is too much work to 
iterate through. So how might we reduce 
the number of combinations to look 
through? 

One way to do so is to estimate the quality of a predictor and only include the top n predictors for a 
model with n predictors. We decided to use P-value as it can indicate how statistically significant 
each predictor is. The lower the P-value, the easier it is to reject the null hypothesis, which is that 
the predictor has no effect on the output (its coefficient equals to 0). So, when testing a model with 
n predictors, we will select n predictors with the lowest P-values for the model. To run a quick test 
on whether this method holds, we ran the regression for 4 variables.  

 

Figure 2 (next 4 lowest P-values)   Figure 3 (4 lowest P-values) 

 

Figure 4 (next 3 lowest P-values)   Figure 5 (3 lowest P-values) 

Figure 3 shows the regression for the predictors with the 4 lowest P-values, while figure 2 shows the 
regression for the predictors the next 4 lowest P-values. The results show that the 4 lowest P-values 
has a higher adjusted R2 value compared to the next best option. We ran the same test for a model 
with 3 variables, and the results were similar as shown in Figure 4 and 5.  

We then ran the regression on 1-5 predictors with the lowest P-value predictors, with the results 
shown in the table below. 

Number of predictors Best Adjusted R2 Combination of predictors 

Figure 1 



1 0.58* Methane 
2 0.71 Methane, Nitrous Oxide 
3 0.77 Methane, Nitrous Oxide, Average annual 

temperature 
4 0.78 Methane, Nitrous Oxide, Average annual 

temperature, Annual precipitation 
5 0.78 Methane, Nitrous Oxide, Average annual 

temperature, Annual precipitation, Area 
burned by wildfires 

For one predictor, the best adjusted R2 came from methane even though it didn’t have the lowest P-
value. This shows that P-value is just an estimation on the quality of the predictor. However, it is still 
a good indicator if the difference in P-values is sufficiently large enough, such as swapping Area 
burned by wildfires with Annual precipitation value in Figure 2 and Figure 3. Whereas if the 
difference in P-values is too small, such as between methane and nitrous oxide for 1 predictor, using 
P-values might not be as accurate. 

However, we notice adjusted R2 only becomes sufficiently high from 3-5 predictors, and the n lowest 
P-value predictors are significantly lower than the next lowest option, hence we can safely conclude 
that the combination will yield the highest adjusted R2.  

Finally, from the table above, we have identified having 4 and 5 predictors yield the highest adjusted 
R2 at 0.78. However, given a choice between either using greater or smaller number of predictors to 
produce a model with the same accuracy, it makes more sense to choose one with a lower number 
of predictors so that less data collection is required for the same level of accuracy. Therefore, our 
group decided to settle with the model 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑦𝑦𝑦𝑦𝐴𝐴𝑦𝑦𝐴𝐴 = 𝐵𝐵0 + 𝐵𝐵1 ∗ 𝑀𝑀𝐴𝐴𝐴𝐴ℎ𝑎𝑎𝑎𝑎𝐴𝐴 +  𝐵𝐵2 ∗ 𝑁𝑁𝑦𝑦𝐴𝐴𝐶𝐶𝐶𝐶𝐴𝐴𝐴𝐴 𝑂𝑂𝑥𝑥𝑦𝑦𝐴𝐴𝐴𝐴 +
 𝐵𝐵3 ∗ 𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶𝑎𝑎𝐴𝐴𝐴𝐴 𝑎𝑎𝑎𝑎𝑎𝑎𝐴𝐴𝑎𝑎𝑦𝑦 𝐴𝐴𝐴𝐴𝑡𝑡𝐶𝐶𝐴𝐴𝐶𝐶𝑎𝑎𝐴𝐴𝐴𝐴𝐶𝐶𝐴𝐴 +  𝐵𝐵4 ∗ 𝐴𝐴𝑎𝑎𝑎𝑎𝐴𝐴𝑎𝑎𝑦𝑦 𝐶𝐶𝐶𝐶𝐴𝐴𝑝𝑝𝑦𝑦𝐶𝐶𝑦𝑦𝐴𝐴𝑎𝑎𝐴𝐴𝑦𝑦𝐶𝐶𝑎𝑎. 

Analysis of Regression 
The result of the regression is shown in Figure 3. For the signs of the coefficients, methane and 
nitrous oxide is positive, which make sense because they are essential for plant growth so higher 
values might increase crop yield. The sign for annual temperature is positive, as plants might survive 
better when the weather is not too cold. Finally, the sign for annual precipitation is negative, which 
might be because high amounts of rainfall could potentially drown the crops and reduce its yield.  

For the magnitudes of the coefficients, Average annual temperature is the highest possibly due to 
the high sensitivity of crops to fluctuations in temperature. Annual precipitation is second highest 
possibly due to the susceptibility of crops to drowning under high rainfall, however it might have a 
lesser impact compared to temperature because the effect can be mitigated through human 
intervention. Finally, methane and nitrous oxide is the lowest at around 50 as these factors might 
not be as essential to plant growth.  

Area for improvement 
Firstly, the model might have missed out other variables that affects crop yield. Thus, in order to 
improve our model, we can consider a greater number of factors to better predict the crop yield. 
Secondly, the model only accounts for environmental variables, hence we assumed that the other 
non-environmental variables were constant during the period, which is fictitious. Ideally, the 
environmental data we use should be from periods of time during which the non-environmental 
variables are constant.  Lastly, we only used 31 data points for the regression, which is not a very 
large dataset, hence using a larger dataset in the future as more data collected might increase the 
accuracy of the model. 
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